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PRACTICAL ASPECTS OF USING NEURAL NETWORKS FOR
DEVELOPING LEXICAL-GRAMMATICAL COMPETENCE

Annotation. This article presents the results of an empirical study on the practical
use of neural networks for developing lexical-grammatical competence among university
students learning English as a foreign language. The research was carried out at M.
Utemisov West Kazakhstan University among students of groups Ws-11, 11-12, and
Ns1-13. The aim of the study was to evaluate the effectiveness of neural-network-based
tools, such as ChatGPT and Grammarly, in improving grammatical accuracy and lexical
range. The methods included diagnostic testing, pedagogical experiments, and
comparative statistical analysis. Findings demonstrated a significant increase in students’
language performance and motivation when using Al-driven exercises. The study
emphasizes the pedagogical potential of neural networks for personalized and interactive
language learning, contributing to the modernization of English language teaching in
Kazakhstani higher education.
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correction; vocabulary development; ChatGPT; Grammarly; autonomous learning; M.
Utemisov West Kazakhstan University.

Introduction

Artificial intelligence's quick development has changed the face of education in
the modern era, especially when it comes to learning foreign languages. As self-learning
computer systems that can process vast amounts of linguistic data, neural networks have
opened up new avenues for improving students' lexical and grammatical proficiency.
Artificial intelligence (Al)-based tools like ChatGPT, Grammarly, and DeepL have
gained popularity in language classrooms in recent years because they provide students
with data-driven insights into their language performance, personalized correction, and
real-time feedback.

The lack of methodological knowledge regarding the practical integration of
neural networks into English language instruction to improve lexical-grammatical
competence is the issue this study attempts to address. Conventional grammar training

71



BKY Xa6apuubicbi |
BecTHuk 3KY 4(100) — 2025

frequently emphasizes memorization of rules and repetitive exercises, neither of which
always foster contextual accuracy or communicative fluency. On the other hand, through
interaction and feedback, neural networks offer an adaptive environment where students
can learn to create grammatically sound and lexically rich sentences.

Determining the pedagogical efficacy of neural network-based learning resources
in enhancing university-level students' lexical-grammatical proficiency is the aim of this
study. According to the working hypothesis, systematically utilizing neural systems in
language instruction improves learner motivation, broadens vocabulary, and improves
grammatical accuracy.

The relevance of this study is determined by the growing need for innovative
educational technologies that respond to the digitalization of higher education in
Kazakhstan. The development of neural network applications in language pedagogy
aligns with national educational priorities aimed at forming competitive specialists with
advanced communication skills. Moreover, the introduction of neural tools supports
inclusive and autonomous learning environments, which are essential for students of the
21st century.

This research was conducted at M. Utemisov West Kazakhstan University, where
English language learners were engaged in experimental work using Al-based grammar
and vocabulary exercises. The results are expected to contribute both theoretically and
practically to the modernization of English language teaching methods in Kazakhstani
universities and to offer a framework for integrating artificial intelligence into
communicative competence development.

Numerous researchers have confirmed in recent decades that a systematic and
contextualized approach to language practice is necessary for the development of lexical-
grammatical competence, rather than relying solely on mechanical memorization of rules
[1, p. 23]. Neural networks may be used as intelligent mediators in this process because
of their ability to interpret linguistic input and offer predictive feedback [2, p. 45].
According to applied linguistics research, learning tasks that incorporate pattern
recognition, error correction, and interactive simulations—all of which are characteristics
of neural-network-based systems—help students learn grammar and vocabulary more
successfully [3, p. 58].

Additionally, the state's strategic objectives for digital transformation and
multilingual education make the introduction of neural technologies in Kazakhstani
higher education practically necessary [4, p. 12]. Al integration in English language
instruction helps university curricula conform to global educational standards while also
modernizing pedagogy. In this context, the experience of M. Utemisov West Kazakhstan
University shows that neural-based learning can support autonomous learning abilities
while improving academic communication and linguistic competence [5, p. 37].

Therefore, the current research addresses a timely pedagogical challenge:
identifying how neural networks can be effectively applied to develop lexical-
grammatical competence among university students in Kazakhstan. The study is
grounded on the premise that neural systems -when used systematically and under teacher
guidance -foster metalinguistic awareness, increase student autonomy, and strengthen
grammatical intuition through data-driven interaction. Such integration represents a
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crucial step toward an evidence-based, technology-enhanced approach to foreign
language instruction in higher education.

Building on the theoretical foundations laid by Russian and international scholars,
this study also considers the broader cognitive and linguistic implications of neural-
network-assisted learning. Kravchenko (2021) emphasized that neural models create
conditions for intelligent feedback loops, allowing learners to internalize grammatical
rules through interaction with adaptive algorithms [6, p. 87]. Volkova (2023) expanded
this view by showing that cognitive processing in Al-mediated environments promotes
the development of linguistic intuition and metacognitive awareness [7, p. 93]. In turn,
international researchers such as Mitchell (2020) and Williams (2021) demonstrated that
neural networks function as active cognitive scaffolds that simulate natural language
acquisition through real-time prediction and correction [8, p. 602; 9, p. 118]. Collectively,
these findings provide the theoretical rationale for the present study and substantiate the
integration of neural technologies into the modern framework of English language
pedagogy in Kazakhstan.

Materials and Methods

The research was conducted at M. Utemisov West Kazakhstan University during
the 2024-2025 academic year as part of the English language teaching program. The
study aimed to determine the effectiveness of neural-network-based tools in improving
students’ lexical-grammatical competence.

Participants and Sampling

The participants were students of Faculty of Philology from three distinct groups
ns-11, NS-12, and Ms1-13. Each group consisted of 20 to 25 students, resulting in 65
total participants (aged 18 to 21). All participants had an intermediate (B1-B2) level of
proficiency in English, as established by their placement test scores before the
experimental study. No students involved in the study had undertaken any training
formally to use neural-network-assisted educational platforms.

The students were divided into two experimental and one control group to
compare the effect of incorporating learning through Al versus traditional instruction.
The experiment lasted for 10 weeks, and incorporating into the university's by practical
english grammar + lexical studies classes.

Learning Materials

The learning materials utilized for the experimental component of the study were
developed to line up with the university’s courses titled "Practical English Grammar" and
"Lexical Studies,” while establishing a complementary relationship rather than a
substitutive one. The learning materials aimed to foster an even-setting where students
could simultaneously gain experience in grammatical accuracy and lexical fluency in
relation to the Al-based tools.

The lesson plan established for each week consisted of some combination of
activities led by a teacher and activities supported and enhanced by Al tools, in an
authentic language context. The student-scaffolding tools based on neural-networks (such
as ChatGPT, Grammarly, DeepL Write), were not isolated programs; rather, they were
incorporated instruments to foster formative assessment and active learning. Students
engaged with language input in a dynamic way, and they could generate, edit, revise, or
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analyze sentences or short texts through the interface, with the added benefit of
informative feedback in real-time on word choice, grammar, and style.

To provide an organized and effective learning experience, all the content that was
Al-based was classified into three broad types of activity:

Grammar Development Activities- Students were assigned short grammar-based
exercises where they used the neural system to enter their own sentences and then receive
immediate feedback and corrections. ChatGPT and Grammarly highlighted grammatical
errors, explained simple rules behind the errors, and gave suggestions for how to phrase
it differently. These exercises helped students consolidate their understanding of verb
tenses, articles, prepositions, and more complex sentence types.

Lexical Development Activities-Vocabulary building was facilitated by engaging
in semantic-mapping exercises, paraphrasing, and suggesting synonyms/antonyms from
the Al tool. Students had an opportunity to practice collocations and lexical sets from
academic language and everyday language. For example, DeepL Write offered lexical
enhancement by suggesting alternatives for high-frequency vocabulary, encouraging the
academic use of richer vocabulary that was less repetitious.

Contextual Communicative Tasks-The activities where students used the neural
system to communicate were activities simulating pragmatic skills in writing or speaking.
The Al tool would give either prompts or partially supplied sentences and expect the
learner to write with the correct grammar and vocabulary. The tasks helped the learners
progress from controlled practice to more spontaneous language production.

Research methods

The researcher used a mixture of quantitative and qualitative methodology, to gain
a full understanding of how the neural-network based tools affect the students'
development of lexical-grammatical competence. A mixed-method design was chosen, in
order to evenly distribute the time spent on numerical data analysis and in-depth
contextualisation of the participants' experiences. Quantitative data allowed the
researcher to measure objective change via the pre and post-test scores. Whereas,
qualitative observations and reflections explained cognitive and motivation shifts taking
place during the experiment.

The experiment was conducted over ten weeks and consisted of three main
components: diagnostic test, experimental learning, and final evaluate. During component
one all participants undertook a placement test to assess their current level of grammatical
accuracy and lexical knowledge. The test included multiple choice grammar items, a short
sentence correction task, and a vocabulary-use task that required learners to write a short
paragraph. The test served as a pre-test and provided a basis to compare progress made
week after week, until the final evaluation.

The core phase consisted of structured English language lessons plus neural-
network-based activities. Students engaged with the Al tools: ChatGPT, Grammarly, and
DeepL Write for grammar correction, vocabulary improvement, and guided writing. Each
session was set up deliberately to have the technology support instead of replace the
course’s teaching objectives. The teacher's role was to observe learners engaging with the
Al tools, interpret the feedback, and support learners to develop their understanding of
the grammatical principles in question.
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Data collection took place through regular classroom observations, progress logs,
and student reflection weekly. Students were encouraged to describe how Al feedback
helped them identify and correct their mistakes. This data provided insight into their
understanding of metalinguistic awareness and ability to self-correct. The teacher also
maintained a sheet for observation to identify changes in student engagement, confidence,
and communication skills in relation to the classroom activity.

A post-test with a format identical to the pre-test was given at the end of the
course. The results of the pre- and post-test were then compared as a measure of
improvement in both lexical and grammatical knowledge. The statistical analyses were
performed using SPSS Software (Version 27). Measures of descriptive statistics, such as
mean scores, percentage improvement, and standard deviation were assessed to determine
the general pattern of improvement among students in the different groups. A paired-
sample t-test was employed as a method to check if the gain was statistically significant
(p < .05).

Along with the quantitative data, qualitative responses were analyzed
thematically. The students’ reflections were coded into reoccurring categories such as,
“understanding grammar through examples,” “learning from errors,” and “motivation to
use English by themselves,” which conveyed a more positive, confident attitude toward
the study of English when utilizing the neural-network resource in the writing process, as
well as the technical aspects of language being improved by the use of the NN resource.

Ethical considerations were observed throughout the study. Participation was
voluntary, and students were informed about the purpose and procedures of the
experiment. Their personal data and test results were treated confidentially, and the Al-
generated content was used solely for academic analysis. All research procedures
conformed to the ethical standards of M. Utemisov West Kazakhstan University’s
Academic Integrity Policy (2023).

Overall, the research methods were designed to ensure both reliability and validity
of the findings. The systematic integration of diagnostic testing, classroom
experimentation, and reflective analysis made it possible to trace measurable progress
while also capturing the individual learning experiences of students. This methodological
approach provided a well-rounded view of how neural networks can be effectively
incorporated into the process of developing lexical-grammatical competence in
university-level English learners.

SummaryofMethods
Research Stage Description Duration Tools Used
DiagnosticTesting Pre-test on grammar and | Week 1 Google Forms,
vocabulary SPSS
ExperimentalLearning Al-assisted  grammar | Weeks 2-9 | ChatGPT,
and lexical tasks Grammarly,
DeepL Write
ObservationandReflection | Monitoring Throughout | Teacherdiaries,
motivationandfeedback Studentjournals
Post-Test and Analysis Final testing and | Week 10 SPSS 27, Excel
statistical evaluation
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Results

The results of the study provide substantial evidence that neural-network-based
instruction significantly contributes to the development of lexical-grammatical
competence among university students learning English as a foreign language. The
findings are presented both theoretically and empirically to highlight the measurable
outcomes of integrating artificial intelligence tools into the language-learning process.

The acquired data, viewed from a theoretical standpoint, demonstrates that neural
networks facilitate language acquisition via three crucial processes: contextual language
modeling, adaptive feedback, and error-based learning. Learners can receive immediate
feedback on grammar, syntax, and word usage through neural systems like ChatGPT and
Grammarly, which mimic natural linguistic environments. This feedback encourages
noticing, a cognitive process that helps students recognize linguistic forms and self-
correct their work.

The findings also corroborate earlier research by Mitchell (2020) and
Sarsenbayeva (2022), who found that neural feedback promotes long-term retention of
lexical patterns and grammatical structures. Learners in this research began to apply
grammatical rules more accurately even in free writing, suggesting that Al-driven
correction contributes not only to surface accuracy but also to deeper grammatical
awareness.

A comparative analysis of pre-test and post-test results clearly demonstrated
improvement in students’ performance across all groups. Quantitative data revealed that
the average score in grammatical accuracy increased from 49% to 81%, while lexical
range showed an improvement from 52% to 84% after ten weeks of Al-assisted learning.

Table 1 - Pre-Test and Post-Test Results of Lexical-Grammatical Competence

Group | Participan | GrammarPr | Gramm | VocabularyP | Vocabula | Total
ts e-Test (%) | ar Post- | re-Test (%) ry Post- | Improveme

Test Test (%) | nt (%)
(%)

ns-11 | 22 48 81 50 83 +33

ns-12 | 21 52 83 55 85 +31

n-13 | 22 46 79 51 84 +33

Avera | 65 49 81 52 84 +32

ge

The table indicates that all three groups achieved substantial progress in both
grammatical and lexical aspects. The consistency of improvement across different classes
suggests that the effectiveness of neural-network-based tools does not depend on a single
instructor or group but reflects a systemic pedagogical benefit.

To visualize this progress more clearly, the following chart demonstrates the
overall dynamics of improvement between the pre-test and post-test results.
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Figure 1. Comparative Improvement in Lexical-Grammatical Competence

Following the implementation of neural network-based instruction, the
aforementioned graph unequivocally shows a steady and noteworthy improvement in
students' lexical-grammatical proficiency. The post-experiment scores for all three groups
(11-11, 1-12, and M1-13) are significantly higher than the pre-test results. The growth
curve's smooth upward trajectory suggests that the methodology used had a systematic
impact on learning outcomes as opposed to a random one.

The adaptive nature of neural networks, which give students personalized
feedback and repeated exposure to linguistic patterns, theoretically explains this
improvement. Constructivist learning theory states that learners can more successfully
internalize grammar and vocabulary structures through ongoing interaction and self-
correction. Neural systems served as "intelligent scaffolds” in this context, assisting
students in moving from rule awareness to communicative accuracy.

Average Post-Test Score (%)

75.0t

72.5¢

70.0

1 time 2 times 3 times 4+ times
Frequency of Al Use (per week)

Figure 2. Relationship Between Al Usage Frequency and Post-Test Performance
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The illustration demonstrates a significant positive relationship between the
frequency of neural network use and post-test performance. Students who worked with
Al tools three to four times per week showed the most advancement at the lexical-
grammatical level and rated within the seventy-five percent to eighty-eight percent range.
Overall, this suggests that regular engagement with neural networks encourages language
automatization and strengthens the internalization of grammatical and lexical patterns.
The more feedback and exposure to the language that learners receive, the quicker they
attain procedural knowledge (intuitive and accurate language use).

Moreover, from a theoretical perspective, the most justified interpretations could
fall under the rules of skill acquisition theory. Accumulated, repeated, meaningful
practice intends to convert explicit knowledge into implicit competence. Neural networks
make ideal conditions for practice for learners, especially personalized feedback, varied
input, and immediate correction each time an error occurs. As a result, high frequency
use of Al tools not only facilitates measurable levels of performance, but it also supports
retention and learner autonomy in acquiring lexical and grammatical skills for the long-
term.

The results are consistent with cognitive and sociocultural language acquisition
theories. The data supports a view that neural networks serve as cognitive enhancers for
learners, providing additional capabilities to perceive, attend, and internalize linguistic
input [11, p. 23]. With sustained experience and engagement with feedback-rich
environments, students do not simply learn rules; they also engage their intuitions
regarding appropriate use of language, which is fundamental in the development of
lexical-grammatical competence [8 p. 47].

Additionally, the current study demonstrates how neural-based learning is
consistent with constructivist tenets, as the learners actively construct knowledge, through
experience, reflection, and co-action with intelligent systems. The instructor in this case
becomes a facilitator supporting students as they interpret the feedback from the Al
critically. The human-machine partnership also generates a hybrid space where
computational precision intersects with the supporting role of empathy inherent in
teaching.

To summarize, the results in this study suggest neural-network-based instruction
leads to improvements in students’ grammatical accuracy, lexical breadth, and overall
communicative competence that are statistically and pedagogically significant. The
change to the learning process is just as significant - it becomes more autonomously
driven and reflective, and even more motivating.

Discussion

This study's findings confirm that neural-network-based tools can be effective in
developing lexical-grammatical competence in university students. The significant
improvements seen in test results demonstrate that artificial intelligence serves not simply
as a tool to assist technology, but as an instructional tool that can provide adaptive,
individualized feedback. The Al functionality to identify patterns of grammatical errors,
make real-time grammar corrections, and suggest vocabulary in context were directly
benefitting students. This is consistent with prior research of Kazakh and international
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scholars demonstrating that digital feedback environments create learner engagement and
conditions where students self-regulate their learning.

In addition, neural systems in these practices all promoted students’ motivation
and engagement during learning. Learners indicated that using Al platforms made
grammar study more interactive and less rigorous. This evidence supports the
sociocultural theory of learning which indicates that interaction; even in relation to digital
tools is important in cognitive development. Neural networks provided a form of “virtual
collaboration” where students were able to play with language, engage in various
reflections on their mistakes, and immediately view an improved version of their
sentences.

Despite the lauding results, the research also describes a number of limitations.
Some learner participants showed a dependency on the automated feedback, which may
mitigate their ability to analyze language independently. Certainly, teachers must remain
in a mediating role so that the neural tools can supplement -not supplant -human
instruction. In addition, future research on learner use of artifacts with neural-network
affordances could explore how these activities may be enhanced by traditional orientation
to linguistic analysis for sustained accuracy of grammar and retention of lexically.

The conducted empirical research clearly demonstrates that the integration of
neural-network-based tools into English language teaching significantly enhances the
development of students’ lexical-grammatical competence. The experimental data
confirm that systematic use of Al-assisted learning resources, such as ChatGPT,
Grammarly, and DeepL Write, leads to measurable improvements in grammatical
accuracy, lexical diversity, and communicative fluency. These tools not only provide
corrective feedback but also stimulate deeper reflection on language use, encouraging
learners to notice patterns, analyze their errors, and apply linguistic knowledge in context.

The pedagogical effect observed in this study extends beyond technical skill
acquisition. Neural network applications foster greater learner autonomy, increase
motivation, and contribute to the formation of metalinguistic awareness — qualities that
are critical for achieving long-term language proficiency. By transforming the traditional
teacher-centered model into a learner-oriented and interactive environment, Al
technologies make the process of mastering English more engaging and personally
meaningful.

From a methodological viewpoint, the study confirms that combining human
expertise with machine intelligence creates optimal learning conditions for higher
education contexts. Teachers act as mediators who guide interpretation and critical
understanding of Al feedback, thereby ensuring balance between cognitive independence
and pedagogical support.

In conclusion, neural networks represent a powerful instrument for modernizing
English language pedagogy in Kazakhstan’s universities. Their implementation aligns
with current trends in digital transformation and supports the development of competitive
specialists equipped with advanced communicative and technological skills. Further
research should explore long-term retention effects and ways of integrating neural tools
across broader curricular domains, ensuring sustainable and ethical use of artificial
intelligence in educational practice.
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KucmeroBa I'.H., TactanoBa AHejb
JEKCUKA-TPAMMATUKAJIBIK KY3bIPETTIJIIKTI JAMBITY JIA
HEﬂPO)KEJIIJIEPI[I KOJIIAHY JIBIH ITPAKTUKAJIBIK ACIIEKTIJIEPI

Anaarna. Makanana arpUIIIBIH TUTIH TIETEN Till pPEeTiHAE MEHrepin KaTKaH
YHUBEPCUTET CTYACHTTEPIHIH JEKCHKa-TPaMMAaTHUKAJIbIK KY3BIPETTUINH JaMbITy1a
HEHPOXKENIEepAl KOMAAHYIbIH TMPAKTUKAIBIK THIMIUIITIHE apHAJIFaH OSMITHPUKAIBIK
3epTTey HOTMXKeJepl ychiHbuIaAbl. 3eprrey M. OrtemicoB areiHaarsl bareic Kasakcran
yauBepcurerinae MA-11, UA-12 xone M-13 TonTaphlHBIH CTYICHTTEpl apachblHaa
xyprizuigi. XKymeicteiH Herisri makcatel — ChatGPT, Grammarly cusikThl sxacaHibi
MHTEJUIEKT KYpaJIJapbIHbIH IPaMMaTHUKAJIBIK AYPBICTHIKTHI )KOHE JIEKCUKAIBIK OailJIbIKTHI
apTTBHIPYAarbl BIKMAJBIH Oaranay. 3epTTey oAicTepiHE IMArHOCTHKAIBIK TECTiNIey,
MEearOrMKaIblK 3KCIIEPUMEHT XOHE CAJBICTBIPMAJbl CTATUCTHKAIBIK Talgay Kipi.
Hotmxkenep HeHpOXeNiTiK KaTTIFyJIapAbl KOJJaHFaH Ke3le CTYICHTTEePAIH TIUIHIK
KOPCETKIIITEpl MEH OKYy MOTHMBALMACH alTapIIBIKTal KaKCapFaHbIH KOPCETTi. 3epTTey
’KacaHJbl MHTEIUIEKT HETi31HAEr1 TEXHOJOTHIAPIBIH KeKe OUTiM aly TpaeKTOPHUSCHIH
KaMTaMachl3 eTye *KOHE MHTEPAKTUBTI OKBITY bl XKY3€re achlpy/a KOFaphl dJICyeTKe he
ekeHiH Kepcerin, Kas3akcran >xofapbl OUTIMiHZAEri arbUIMIBIH TUTIH OKBITY JXYHECiH
KAHFBIPTYFa YJIEC KOCAIBI.

KinTr ce3mep: Heiipoxkeni; JeKCHKa-TpaMMaTHKAIBIK KY3bIPETTUIIK; OuITiM
Oepy/eri »acaHIbl MHTEJUIEKT; IIeTeN Tl PETIHAer] aFbUIIIBIH Tii; aalTHUBTI OKBITY;
IUGPIBIK TMeJaroruka, TUIMIK TEXHOJOTHSIAp; >KOFaphl OLTIM; TeAaroruKajblK
AKCIEPUMEHT; TpaMMaTHKa TYy3eTy, ce3dik Kopabl mambity; ChatGPT; Grammarly;
©31HIIK OKBITY; M. OTemicoB atbiHAarsl BKY.
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KucmeroBa I'.H., TactanoBa AHejb
NMPAKTUYECKHUE ACIHEKTBI UCITOJIb30BAHUS HEMPOHHBIX
CETEM B PA3BUTHUHU JEKCUKO-TPAMMATHUYECKOM KOMIIETEHIIA

AHHOTanmMsa. B cratee nmpexacraBieHbl  pe3yibTaThl  3MIHMPUYECKOIO
UCCIIEN0BAHMS, MOCBAIEHHOIO MPAKTUYECKOMY IPUMEHEHUIO HEHMPOHHBIX CETEH U
(bopMHpOBaHUS JIEKCUKO-TPAMMAaTUYECKOH KOMIETEHIIMH Yy CTYAEHTOB, M3YyYaroIuX
AQHTJIMMCKUN SI3bIK  KaK WHOCTpaHHBIM. VcciienoBaHue TmpoBeAeHO B 3amajaHo-
Kazaxcranckom yHuBepcutere umMeHu M. YTtemucoBa cpenu ctyaeHToB rpynn M-11,
NS-12 u U-13. Lenpio paboTsl ObUIO onpenenuTh 3(h(EeKTUBHOCTh HHCTPYMEHTOB,
OCHOBaHHBIX Ha UCKYCCTBEHHOM HMHTeulekTe — Takux kak ChatGPT u Grammarly — B
MOBBIIIEHUY I'PaMMaTH4ECKON TOYHOCTH U pacIIUPEHUH CIIOBApHOTro 3anaca. B kadecTse
METOZI0B  HUCIOJIb30BAIMCH  JAUATHOCTUYECKOE  TECTHUPOBAHME,  IENArOrMYECKHI
SKCIEPUMEHT M CpPAaBHUTENBHBIN CTaTUCTUUECKUN aHaiu3. [lomydeHHblE pe3ynbTaThl
MOKa3aJld CYIIECTBEHHBI POCT S3BIKOBOW YCIIEBAEMOCTH W Y4YeOHOM MOTHBALUU
CTYACHTOB IIpu wucnonb3oBanuu HMHU-opuentupoBanHeix 3amanuil. HcciaepoBanue
MOJYEPKUBAET BBICOKUI MENArOrMYECKUI NOTEHINAI HEMPOHHBIX CETEU I CO3JaHUS
NEPCOHATM3UPOBAHHOM UM WHTEPAKTUBHOM cpeabl OOYYEHHs, UYTO CIIOCOOCTBYET
MOJICPHU3AIUH MPETOIaBaHMs aHIJIMHCKOTO S3bIKa B CHCTEME BBICIIETO O0Opa30oBaHUs
Kazaxcrana.

KiroueBble ci1oBa: HEWPOHHBIE CETH; JIEKCUKO-TPAMMaTHUECKash KOMIIETEHIINS;
MCKYCCTBEHHBIN MHTEJIEKT B 00pa30BaHHH; AHTJIMACKUIA KaK MHOCTPAHHBI; aIallTUBHOE
oOyuenue, nudpoBasi IMEJArorvka; s3BIKOBBIE TEXHOJOTHH, BBHICIIEe OOpa30BaHMUE;
NEAArornYeCKUil IKCIEPUMEHT; KOPPEKIIMsI TpaMMaTHKH;, Pa3BUTHE CIOBApHOIO 3armaca;
ChatGPT; Grammarly; aBToHoMHOe 00y4enue; 3KY umenn M. Yremucosa.
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